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Contents   Lectures 

1. Introduction to Machine-learning (ML): Introduction to learning techniques       (2 lectures) 

2. Python programming boot camp: Introduction to Python, UNIX shell and 

jupyter notebooks, Functions and Control Flow, Data Structures, File 

Manipulations and Modules, Biopython and System Calls 

(4 lectures) 

3. Exploratory data analysis: Plotting and visualization of biological data, 

Handling big-data sets in biology: existing methods and challenges 

(4 lectures) 

5. Single-cell RNA-seq analysis: RPKM, TPM, CPM, Isoform Inference, RNA-

seq Alignment and QC, Sequencing read distribution 

(4 lectures) 

6. Machine learning for multiomic data: Constraint-based analysis of metabolic 

networks, Supervised fluxomic analysis, Unsupervised fluxomic analysis, 

Supervised multiomic analysis; Condition-specific constraint-based models, 

Elementary Flux Modes, GIMME, iMAT 

(4 lectures) 

7. Predictive engineering and metabolic pathway optimization: multi-gene 

pathway optimization (MiYA) for β-carotene production using NN, Automated 

Recommendation Tool (ART), Probabilistic ensemble model, Bayesian 

optimization for tryptophan production, Ensemble model for dodecanol 

production 

(6 lectures) 

8. Bioprocess control & optimization: Bioprocess optimization of 27 batch 

fermentation for xylitol production, Process control, Model Predictive Control 

(MPC), Policy gradient parameterized by neural network 

(4 lectures) 

9. Classifying cancer sub-types using clustering (3 lectures) 

10. Diagnosing breast cancer from biopsy images using NN:  (3 lectures) 

11. Predicting cardiovascular risk using regression (2 lectures) 

Total 36 lectures 
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